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Some additional function spaces and operators

Let M be a positive integer satisfying M � N. We �x a system of
representatives Ij s for the quotient

GMI :=
�
I + pNZp

�
/pMZp .

This means that
B�N (I ) =

F
Ij2GMI

B�M (Ij ) ,

where B�L(J) =
n
x 2 Qp ; jx � J jp � p�L

o
. Now, we set

GMN :=
F

I2G 0N
GMI .
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Some additional function spaces and operators

Since KN is the disjoint union of the I + pNZp , for I 2 G 0N ,

KN =
F

I2G 0N

F
Ij2GMI

Ij + pMZp =
F

Ij2GMN
Ij + pMZp .

We set XM , M � N, to be the R-vector space of all the test functions
supported in KN of the form

ϕ (x) = ∑
Ij2GMN

ϕ (Ij )Ω
�
pM jx � Ij jp

�
, ϕ (Ij ) 2 R,

endowed with the k�k∞-norm. This is a real Banach space.

From now on, we set X∞ := C (KN ,R) endowed with the k�k∞-norm.
This is also a real Banach space.

W. A. Zúñiga-Galindo (CINVESTAV) Mini-Workshop 2019 3 / 44



Some additional function spaces and operators

For M � N, we de�ne PM 2 B(X∞,XM ), the bounded linear operators
from X∞ into XM , as

PM ϕ (x) = ∑
Ij2GMN

ϕ (Ij )Ω
�
pM jx � Ij jp

�
. (1)

We denote by EM : XM ,! X∞, M � N, the natural continuous
embedding, notice that kEMk � 1, and that PMEM ϕ = ϕ for ϕ 2 XM ,
M � N.
Whenever be possible, we will omit in our formulas operator EM , instead
we will use the fact that XM ,! X∞, M � N.
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Some additional function spaces and operators

Lemma

With the above notation, the following assertions hold: (i) kPMk � 1; (ii)
limM!∞ kPM ϕ� ϕk∞ = 0 for ϕ 2 X∞.

We now consider the real Banach spaces X∞ � X∞, XM � XM for M � N,
endowed with the norm ku � vk := max fkuk∞ , kvk∞g. We will identify

u � v with the column vector
�
u
v

�
.
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Conditions on the nonlinearity

With respect to the nonlinearity we assume the following. We �x a,
b 2 R, with a < b, and assume that8>>>><>>>>:

(i) f , g : (a, b)� (a, b)! R;

(ii) f , g 2 C 1 ((a, b)� (a, b)) ;

(iii) rf (x , y) 6= 0 and rg (x , y) 6= 0 for any (x , y) 2 (a, b)� (a, b) .
(Hypothesis 1)
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Conditions on the nonlinearity

Now we de�ne

U = fv 2 X∞; a < v (x) < b for any x 2 KNg . (2)

Notice that U is an open set in X∞. Indeed, take δ > 0 su¢ ciently small
and v 2 U, if

h 2 B (v , δ) = fh 2 X∞; kv � hk∞ < δg ,

then
a < �δ+ min

x2KN
v(x) < h(x) < δ+ max

x2KN
v(x) < b,

for δ su¢ ciently small.
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Conditions on the nonlinearity

By
�
f (u, v)
g(u, v)

�
, with u � v 2 U � U, we mean the mapping

�
f
g

�
: U � U ! R�R

u � v ! f (u, v)�g(u, v).

(3)
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Two Cauchy problems

We denote by εL
�
1 0
0 d

�
the operator acting on X∞ � X∞ as

εL
�
1 0
0 d

� �
u
v

�
=

�
εLu
εdLv

�
.

8>>>>>>>><>>>>>>>>:

∂
∂t

24 u (t)

v (t)

35 =
24 f (u (t) , v (t))

g(u (t) , v (t))

35+
24 εLu (t)

εdLv (t)

35 ,
t 2 [0, τ) , x 2 KN ;

u (0)� v (0) = u0 � v0 2 U � U.

(4)
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Two Cauchy problems

The Cauchy problem for the following discretization of (4), with
LM = L jXM :8>>>>>>>>><>>>>>>>>>:

∂
∂t

24 u(M ) (t)

v (M ) (t)

35 =
24 f (u(M ) (t) , v (M ) (t))

g(u(M ) (t) , v (M ) (t))

35+
24 εLMu(M ) (t)

εdLM v (M ) (t)

35 ,
t 2 [0, τ) , x 2 KN ;

u(M ) (0)� v (M ) (0) 2 U \ XM � U \ XM .
(5)
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The Cauchy problem in X.

We use the following notation:

X� :=

8<:
X∞ if � = ∞

XM if � = M
, L� :=

8<:
L if � = ∞

LM if � = M
,

and u(�) (t)� v (�) (t) means u (t)� v (t) if � = ∞. By using this
notation the Cauchy problems (4)-(5), with initial data in
U \ XN � U \ XN , can be written as8>>>>>>>>><>>>>>>>>>:

∂
∂t

24 u(�) (t)

v (�) (t)

35 =
24 f (u(�) (t) , v (�) (t))

g(u(�) (t) , v (�) (t))

35+
24 εL�u(�) (t)

εdL�v (�) (t)

35 ,
t 2 [0, τ) , x 2 KN ;

u(�) (0)� v (�) (0) 2 U \ XN � U \ XN .
(6)
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Mild solutions

We use the following conditions:

Condition AS1
X� � X� is a real Banach space.

Condition AS2

The operator
�

εL�
εdL�

�
is the generator of a strongly continuous

semigroup
�
eεtL�

	
t�0 �

�
eεdtL�

	
t�0 satisfying


eεtL� � eεdtL�



 � 1 for t � 0,
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Mild solutions

Condition AS3

Let U � X∞ be the open set de�ned in (2), and let�
f
g

�
: (U � U)! X∞ � X∞

be the continuous mapping de�ned in (3). Then for each
u0 � v0 2 U � U, there exist δ > 0 and L < ∞ such that







24 f (u1, v1)

g(u1, v1)

35�
24 f (u2, v2)

g(u2, v2)

35





 � L k(u1 � u2)� (v1 � v2)k , (7)

for u1 � v1, u2 � v2 in the ball B (u0 � v0, δ).

Take �
f
g

�
: (U \ XM � U \ XM )! XM � XM , (8)

since XM ,! X∞, condition (7) holds for map (8).
W. A. Zúñiga-Galindo (CINVESTAV) Mini-Workshop 2019 16 / 44



Mild solutions

De�nition
For τ0 2 (0, τ], let SMild (τ0,X� � X�) be the collection of all
u(�) � v (�) 2 C ([0, τ0) ,U \ X� � U \ X�) which satisfyZ t

0
u(�) (s) ds 2 Dom (εL�) = X� and

Z t

0
v (�) (s) ds 2 Dom (εdL�) = X�,

and8>><>>:
u(�) (t)� u(�) (0) + εL�

R t
0 u

(�) (s) ds =
R t
0 f
�
u(�) (s) , v (�) (s)

�
ds

v (�) (t)� v (�) (0) + εdL�
R t
0 v

(�) (s) ds =
R t
0 g

�
u(�) (s) , v (�) (s)

�
ds,

for t 2 [0, τ0). The elements of SMild (τ0,X� � X�) are the called mild
solutions of (6).
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Mild solutions

By using well-known results from semigroup theory, we have
u(�) � v (�) 2 SMild (τ0,X� � X�) if and only if

u(�) � v (�) 2 C ([0, τ0) ,U \ X� � U \ X�) (9)

and8>><>>:
u(�) (t) = eεtL�u(�) (0) +

R t
0 e

ε(t�s)L� f
�
u(�) (s) , v (�) (s)

�
ds

v (�) (t) = eεdtL�v (�) (0) +
R t
0 e

εd (t�s)L�g
�
u(�) (s) , v (�) (s)

�
ds,

(10)
for t 2 [0, τ0).
The following result shows that Hypothesis 1, which also implies Condition
AS3, implies that any mild solution is a classical solution.

Lemma

SMild (τ0,X� � X�) � C 1 ([0, τ0) ,U \ X� � U \ X�).
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Theorem

For each u(�)0 � v (�)0 2 U \ XN � U \ XN , there exists τ
u(�)0 �v (�)0

2 (0, τ)

and u(�) � v (�) 2 SMild
�

τ
u(�)0 �v (�)0

,X� � X�
�
such that

u(�) (0)� v (�) (0) = u(�)0 � v (�)0 . Furthermore,

lim
k!∞

sup
0�t�τ

u
(�)
0 �v (�)0




u(�)k (t)� v (�)k (t)� u(�) (t)� v (�) (t)



 = 0,

where u(�)k � v (�)k 2 C (
h
0, τ

u(�)0 �v (�)0

i
,U \ X� � U \ X�) are de�ned by

u(�)1 (t)� v (�)1 (t) = u(�)0 � v (�)0 and8<: u(�)k+1 (t) = eεtL�u(�)0 +
R t
0 e

ε(t�s)L� f
�
u(�)k (s) , v (�)k (s)

�
ds

v (�)k+1 (t) = eεdtL�v (�)0 +
R t
0 e

εd (t�s)L�g
�
u(�)k (s) , v (�)k (s)

�
ds,

for t 2
h
0, τ

u(�)0 �v (�)0

i
and k 2 N n f0g.
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The Brusselator

Take A > 0 and B > 0, the Brusselator on X� is the following
reaction-di¤usion system:8>>>>><>>>>>:

u (t) , v (t) 2 C 1([0, τ) ,X�);

∂u(�)(x ,t)
∂t � εL�u (x , t) = A� (B + 1) u + u2v

∂v (�)(x ,t)
∂t � εdL�v (x , t) = Bu � u2v ,

(11)

for t 2 [0, τ), x 2 KN . This system has only a homogeneous steady state:
u = A, v = B

A . We consider f (u, v) = A� (B + 1) u + u2v ,
g(u, v) = Bu � u2v as functions de�ned on

(�δ+ A, δ+ A)�
�
�δ+

B
A
, δ+

B
A

�
� (a, b)� (a, b) ,

for δ > 0 su¢ ciently small so that (0, 0) /2 (a, b)� (a, b).
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The Brusselator

Notice that

rf (u, v) = (0, 0), (u, v) 2 f0g�R and rg(u, v) 6= (0, 0) for any (u, v) 2 R�R.

Then, there exist a, b 2 R such that rf j(a,b)�(a,b) 6= (0, 0) and
rg j(a,b)�(a,b) 6= (0, 0), and consequently Hypothesis 1 holds. Now, we
take the subset

U := fr 2 X∞; kr � Ak∞ < δg �
�
s 2 X∞;





h� BA






∞
< δ

�
� U � U.

Then for any initial datum in U\X� � X�, system (11) has a unique
solution, cf. Theorem 4 and Lemma 3.
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Existence of good approximations

Theorem

Take u0 � v0 2 U � U. Let u � v be the mild solution of (4), and let
u(M ) � v (M ) be the mild solution of (5) with initial datum
u(M ) (0)� v (M ) (0) = (PM � PM ) (u0 � v0). Then

lim
M!∞

sup
0�t�τ




u(M ) (t)� v (M ) (t)� u (t)� v (t)


 = 0,
where τ < τmax, and τmax is the maximal interval of existence for the
solution u (t)� v (t) with initial datum u0 � v0.
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The spectrum of operator L

From now on, we assume that G is an unoriented graph, with a
symmetric adjacency matrix [AJI ]J ,I2G 0N such that its diagonal
contains zeros.

The eigenvalues, µI , I 2 G 0N , of [LJI ]J ,I2G 0N are non-positive and
maxI2G 0N fµI g = 0. If λI , I 2 G 0N , are the eigenvalues of [AJI ]J ,I2G 0N ,
with multiplicities mult(λI ), then the eigenvalues of the discrete
Laplacian are

µI = λI � γI , with multiplicity mult(λI ), for I 2 G 0N .

We set X� 
C for the complexi�cation of X�. In particular,

X∞ 
C =C (KN ,C), with the L∞-norm. Then L : X∞ 
C !X∞ 
C

is linear bounded operator. We set LM := L jXM
C.
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The spectrum of operator L

Lemma

The operator L has a unique extension to L2(KN ,C) as a bounded linear
operator.

Lemma

The operator L : L2(KN ,C)! L2(KN ,C) is compact.

Since L is a compact operator on L2(KN ,C), every spectral value κ 6= 0 of
L (if it exists) is an eigenvalue. For κ 6= 0 the dimension of any eigenspace
of L is �nite.
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The spectrum of operator L

Let λI , I 2 G 0N be the eigenvalues of the matrix [AJI ]J ,I2G 0N , in this
list repetitions may occur, with multiplicity mult(λI ). Then the
eigenvalues of L jXN
C= LN are exactly the eigenvalues of the matrix
[AJI � γI δJI ]J ,I2G 0N

, which are

µI := λI � γI , for I 2 G 0N , with multiplicity mult (λI ) .

The eigenvalues, µI , I 2 G 0N , of [LJI ]J ,I2G 0N are non-positive and
maxI2G 0N fµI g = 0. We denote the eigenfunctions of [LJI ]J ,I2G 0N as
ϕI , I 2 G 0N .
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The spectrum of operator L

Let
�
c IJ
�
J2G 0N

be an eigenvector corresponding to µI , by identifying it with
the function

ϕI (x) := ∑
J2G 0N

c IJΩ
�
pN jx � J jp

�
2 XN 
C, c IJ 2 C,

and since XN 
C ,!X∞ 
C and L : XN 
C !XN 
C, we have8<:
ϕI 2 X∞ 
C;

LϕI = µI ϕI .

The ϕI s form a C-vector space of dimension mult(λI ).
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The spectrum of operator L

We now recall that the set of functions fΨrnjg de�ned as

Ψrnj (x) = p
�r
2 χp

�
pr�1jx

�
Ω
�
jpr x � njp

�
, (12)

where r 2 Z, j 2 f1, � � � , p � 1g, and n runs through a �xed set of
representatives of Qp/Zp , is an orthonormal basis of L2(Qp).

Furthermore, Z
Qp

Ψrnj (x) dx = 0. (13)

This result is due to S. Kozyrev.
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The spectrum of operator L

The functions of the form

Ψ�N (p�N I )j (x) = p
N
2 χp

�
p�N�1jx

�
Ω
�
pN jx � I jp

�
, (14)

for I 2 G 0N , j 2 f1, � � � , p � 1g are the functions in Kozyrev�s basis
supported in KN =

F
I2G 0N I + p

NZp .

A direct calculation using (13) shows that

LΨ�N (p�N I )j (x) = �γIΨ�N (p�N I )j (15)

for any I 2 G 0N , j 2 f1, � � � , p � 1g.
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Theorem

The operator L : L2(KN ,C)! L2(KN ,C) is compact. The elements of
the set: �

λI � γI ; I 2 G 0N n fI0g
	F ��γI ; I 2 G 0N

	
� (�∞, 0) ,

where fλI � γI gI2G 0N nfI0g are the non-zero eigenvalues of matrix
[LJI ]J ,I2G 0N , are the non-zero eigenvalues of L. The corresponding
eigenfunctions are�

ϕI
kϕI k2

; I 2 G 0N
�Fn

Ψ�N (p�N I )j ; I 2 G 0N , j 2 f1, � � � , p � 1g
o
. (16)

Furthermore, the set (16) is an orthonormal basis of L2(KN ,C), and

L2(KN ,C) = XN 
C � L20(KN ,C), (17)

where L20(KN ,C) :=
n
f 2 L2(KN ,C);

R
KN fdx = 0

o
.
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Turing Criteria

We now consider a homogeneous steady state (u0, v0), which is a
nonnegative solution of

f (u, v) = g(u, v) = 0. (18)

Since u, v are real-valued functions, to study the linear stability of
(u0, v0), we can use the classical results.

Following Turing, in the absence of any spatial variation, the homogeneous
state must be linearly stable. With no spatial variation u, v satisfy8<:

∂u
∂t (x , t) = f (u, v)

∂v
∂t (x , t) = g (u, v) .

(19)

Notice that (19) is an ordinary system of di¤erential equations in R2.
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Turing Criteria

Now, for δ > 0 su¢ ciently small and (u0, v0) as in (18), we de�ne

Uδ,u0 � Uδ,v0 =

fu1 � u2 2 C (KN ,R)� C (KN ,R) ; ku1 � u0k∞ < δ, kv1 � v0k∞ < δg .

Then, the Cauchy problem:8>>>>>>>><>>>>>>>>:

u � v 2 C 1 ([0, τ0) ,Uδ,u0 � Uδ,v0) ;

∂
∂t

24 u (t)

v (t)

35 =
24 f (u (t) , v (t))

g(u (t) , v (t))

35+ εLD

24 u (t)

v (t)

35 ;
u (0)� v (0) 2 Uδ,u0 � Uδ,v0 ,

(20)
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Turing Criteria

where

D=

24 1 0

0 d

35 ,
has a classical solution.

Our goal is to give an asymptotic pro�le as t tends in�nity of this mild
solution (the Turing instability criteria). We linearize system (20) about
the steady state (u0, v0), by setting

w =

24 w1

w2

35 =
24 u � u0

v � v0

35 . (21)

By using the fact that f and g are di¤erentiable, and assuming that
kwk = kw1 � w2k is su¢ ciently small, then (19) can be approximated as

∂w
∂t
(x , t) = Jw, (22)
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Turing Criteria

where

Ju0,v0 =: J =

24 ∂f
∂u

∂f
∂v

∂g
∂u

∂g
∂v

35 (u0, v0) =:

24 fu0 fv0

gu0 gv0

35 .
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Turing Criteria

We now look for solutions of (22) of the form

w (t;λ) = eλtw0. (23)

By substituting (23) in (22), the eigenvalues λ are the solutions of

det (J� λI) = 0,

i.e.
λ2 � (TrJ) λ+ det J = 0. (24)

Consequently

λ =
1
2

�
TrJ �

q
(TrJ)2 � 4 det J

�
. (25)

The steady state w = 0 is linearly stable if Re λ < 0, this last condition is
guaranteed if

TrJ < 0 and det J > 0. (26)
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Turing Criteria

We now consider the full reaction-ultradi¤usion system (20). We linearize

it about the steady state, which with (21) is w = 0 :=
�
0
0

�
, to get8>>>><>>>>:

u � v 2 C 1 ([0, τ) ,Uδ,u0 � Uδ,v0) ;

∂
∂tw(x , t) = (J+ εLD)w(x , t), t 2 [0, τ) ;

u (0)� v (0) 2 Uδ,u0 � Uδ,v0 ,

(27)

where J+ εLD is a strongly continuous semigroup on
C (KN ,R)� C (KN ,R).

Furthermore, (27), has also a unique solution, when L is considered as an
operator on L2 (KN ,C), for this reason, we can use the orthonormal basis
given in Theorem 8 to solve (27) in L2 (KN ,C), by using the separation of
variables method, then, the solution of the original problem is exactly the
real part of the solution of (27) in L2 (KN ,C).
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Turing Criteria

To solve the system (27) in L2 (KN ,C), we �rst consider the following
eigenvalue problem:8<:

LDwκ(x) = κwκ(x)

wκ 2 L2 (KN ,C)� L2 (KN ,C) ,
(28)

which has a solution wκ = wκ,1 � wκ,2 due to Theorem 8, where

wκ,1,wκ,2 2
�

ϕI
kϕI k2

; I 2 G 0N
�Fn

Ψ�N (p�N I )j ; I 2 G 0N , j 2 f1, � � � , p � 1g
o
.
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Turing Criteria

We look for an solution of type

w(x , t) = ∑
I2G 0N

∑
j2f1,��� ,p�1g

aIjeλtΨ�N (p�N I )j + ∑
I2G 0N

bI ϕI (29)

where the vectors aIj , bI are determined by the Fourier expansion of the
initial conditions. Substituting (29) with (28) in (27), we obtain that the
existence of a non-trivial solution w(x , t) requires that the λs satisfy

det (λI� J� εκD) = 0, (30)

i.e.,
λ2 � f(1+ d) εκ + TrJg λ+ h (κ) = 0, (31)

where
h (κ) := ε2dκ2 + εκ (dfu0 + gv0) + det J. (32)
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Turing Criteria

When κ = 0. The steady state (u0, v0) is linearly stable if both solutions
of (31) have Re (λ) < 0.

The steady state is stable in absence of spatial e¤ects, i.e.
Re (λ jκ=0) < 0.

For the steady state to be unstable to spatial disturbances we require
Re (λ (κ)) > 0 for some κ 6= 0.

This happens if if h (κ) < 0 for some κ 6= 0 in (32).
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Turing Criteria

This is a necessary condition, but not su¢ cient for Re (λ (κ)) > 0. For
h (κ) to be negative for some nonzero κ, the minimum hmin of h (κ) must
be negative. An elementary calculation shows that

hmin =

(
det J� (dfu0 + gv0)

2

4d

)
, (33)

and the minimum is achieved at

κmin =
� (dfu0 + gv0)

2εd
(34)

Thus the condition h (κ) < 0 for some κ 6= 0 is

(dfu0 + gv0)
2

4d
> det J. (35)
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Turing Criteria

A bifurcation occurs when hmin = 0, for �xed kinetics parameters, this
condition,

det J =
(dfu0 + gv0)

2

4d
, (36)

de�nes a critical di¤usion dc , which is given as an appropriate root of

f 2u0d
2
c + 2 (2fv0gu0 � fu0gv0) dc + g2v0 = 0. (37)

For d > dc model ((20)) exhibits Turing instability, while for d < dc no.
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Turing Criteria

When d > dc , there exists a range of unstable of positive wavenumbers
κ1 < κ < κ2, where κ1, κ2 are the zeros of h (κ) = 0, see (32) and (35):

κ2 =
�1
2dε

�
(dfu0 + gv0)�

q
(dfu0 + gv0)

2 � 4d det J

�
< 0,

κ1 =
�1
2dε

�
(dfu0 + gv0) +

q
(dfu0 + gv0)

2 � 4d det J

�
< 0.
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Turing Criteria

In the solution w (x , t) given by (29), the dominant contributions as t
increases are the modes for which Re λ (κ) > 0 since the other modes
tend to zero exponentially, thus, if

fκ 2 σ (L)r f0g ; κ1 < κ < κ2g 6= ∅,

then

w (x , t) � ∑
κ1<κ<κ2

∑
I

AI κe
λtΩ

�
pN jx � I jp

�
+ (38)

∑
κ1<κ<κ2

∑
I ,j

AIjκe
λtp

N
2 cos

�n
p�N�1jx

o
p

�
Ω
�
pN jx � I jp

�
+

∑
κ1<κ<κ2

∑
I ,j

BIjκe
λtp

N
2 sin

�n
p�N�1jx

o
p

�
Ω
�
pN jx � I jp

�
for t ! +∞. In the above expansion all the sums run through a �nite
number of indices.
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Turing Criteria

Theorem

Consider the reaction-di¤usion system (27). The steady state (u0, v0) is
linearly unstable (Turing unstable) if the following conditions hold:
(T1) TrJ =fu0 + gv0 < 0;
(T2) det J = fu0gv0 � fv0gu0 > 0;
(T3) dfu0 + gv0 > 0;
(T4) (dfu0 + gv0)

2 � 4d (fu0gv0 � fv0gu0) > 0;
(T5) fκ 2 σ (L)r f0g ; κ1 < κ < κ2g 6= ∅;
(T6) the derivatives fu0 and gv0 must have opposite signs.
Furthermore in (20), we can take τ0 = +∞, for any initial data in
Uδ,u0 � Uδ,v0 .

Remark

Theorem 9 is also valid for reaction-di¤usion systems on XM , for M � N.
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